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Introduction
Configuring the search service in AquaLogic User Interaction 6.1, even for high availability, can be done relatively easily. Many people have struggled to make sense of the early instructions surrounding the product. This document adds to the stack, but hopefully it will help a few people to skate through their search configuration with ease.
The sections of this document are:

Prerequisites to Install
2
Software Installation
2
Basic Search Configuration
3
Configuring a Second Search Node
3 
Validating Your Search Cluster’s Health
4 
Failover: So Easy its Confusing
5
Nodes and Partitions?
6
More Info
7
Prerequisites to Install 
Before you install the search product, take a few simple steps:
1. Create a shared folder to store the shared files used by search. You might put the folder in c:\progra~1\plumtree\ptsearchcluster. You might make it available as \\machinename\ptsearchcluster.

2. Make sure the security on the \\machinename\ptsearchcluster allows full control to the user whose credentials will startup the search service. This may be a domain user.
3. Exclude \\machinename\ptsearchcluster from scanning by your virus protection software.

Software Installation

For the most part, install the software as you would expect using the ALUI 6.1 installer. However, when the installer asks what type of search install you’re doing, be sure to select “Search Cluster Node”
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The installer will then ask you to put in the UNC path to your shared files, \\machinename\ptsearchcluster
If you are installing on your laptop and you don’t want to use UNC, then for consistency sake, you should still select that you’re adding a node to a cluster. However, instead of specifying a UNC path, enter c:\progra~1\plumtree\ptsearchcluster. The installer will warn you that you’re using an unusual configuration, but you can proceed with it.
After rebooting the server, set the service to run automatically and start it. Your search service will have a name related to the node name you specified during install:
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Basic Search Configuration
With a single search node, most of your portal configuration is done implicitly. The standard portal install process includes running database scripts, including a postinst script that populates the database with details about your automation server, API URL, and ... search server. The portal comes up by default with the search service manager properly configured with the Search Cluster Contact Node as whatever you specified in the installer at the time you installed the Admin Portal component (which generates the SQL scripts). You should be able to execute a search and retrieve results.
There is one piece of configuration requiretd to access the administrative utility “Search Cluster Manager.” To access this, you must import its PTE. That file is at ptsearchserver\6.1\serverpackages\SearchClusterAdminUI.pte. Without this utility, you will not be able to proceed to installing additional nodes or partitions.
Configuring a Second Search Node 
Select a second server that will run your additional search node. Run the installer on the this machine. Follow the steps described previously for installs.
After the installer finishes, you must make sure to start the new search service.

Do not proceed without starting the service for the new search node. With the service running, you are ready to go into the Search Cluster Manager utility to add your new search node. 
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Click “Add Node” to expand the form to include a new line for your new node.

You should enter the node name, host name, and port that you specified for the installer. Select Partition 0 for your new node.

Click “Commit” to save your node addition. This will populate your new search node with the data for its partition. You may want to click the Refresh button a few times to show the status on the page of the operation.
Validating Your Search Cluster’s Health
After you add a new node, you should be able to browse to the Cluster Status page and see that each of your nodes is running properly. If each node appears with a green status indicator, things are well. If however you see an orange indicator, you may be in standby, as shown:
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To set all nodes in your cluster to run, use the command line tool, cadmin.  To access this tool, open a command prompt from any machine hosting a search node. Go to the appropriate directory (.\ptsearchserver\6.1\bin\native), then issue the following command to view the state of your cluster:

cadmin status --verbose

The response may include something like this:

bpit-stlas-0201 0 130.247.245.24:15250 0_1_8956 0_1_8956 run

bpit-stlas-0101 0 130.247.245.23:15250 0_1_8656 0_1_8656 standby

You can request all nodes be brought to run status with the following command:

cadmin runlevel run
You then may see a status report like the following while the standby node is brought up to date:

bpit-stlas-0201 0 130.247.245.24:15250 0_1_8956 0_1_8956 stall

bpit-stlas-0101 0 130.247.245.23:15250 0_1_8956 0_1_7096 recover

But eventually, you should be able to get a status report that all nodes are in run:

bpit-stlas-0201 0 130.247.245.24:15250 0_1_8956 0_1_8956 run

bpit-stlas-0101 0 130.247.245.23:15250 0_1_8956 0_1_8956 run

Failover: So Easy its Confusing
The objective of having a second search node is usually high availability. If one of your search services fails, you want the search index to be available through the other node. The search component allows this without requiring a load balancer, which causes a little confusion since many people are used to external load balancing for high availability.

Configure the portal via the Search Service Manager to access any one of the system’s search nodes. The portal will inquire through that search node for information about any additional search nodes. One of the shared config files, \\machinename\ptsearchcluster\cluster.nodes, lists all the nodes in the cluster. So when the portal can access any one node, it will be able to find each of the others. When you click the Search Service Manager’s “Show Status” button, you can verify that it knows of all your nodes even though it’s configured to use just one of them as the Cluster Contact Node. Note that at the bottom of the page, each node is listed:
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Nodes and Partitions?

What are nodes and partitions anyway? A partition is a portion of search index data. If you have a single partition, then it will include your full search index. If you create a second partition, then each of your partitions will contain about half the search index. Adding new partitions continues to distribute the search data in smaller portions. A smaller search index is faster to search—but until your customer has a very large amount of searchable content, stick with a single partition.

Nodes are instances of partitions. When you install two nodes each using Partiion 0, you have two search services, each of which contains the entire index. If either node becomes unavailable, your portal will continue to have access to the full search index through the other node.

If you were to install two nodes, one using Partition 0 and the other using Partition 1, then each node would only have access to half the index. Such a configuration is not recommended.
In most cases, your customer’s searchable data will be small enough to run from a single partition. In such a case, you will specify that your newly added node will use partition 0. When your search cluster uses only partition 0, it means that each node will contain the entire search index. It is always recommended to have at least two nodes running for each partition.
If you decide you need additional partitions, you create them by selecting “Add Node,” then by assigning the new node to the desired (and non-existant) partition number. When you click “Commit,” the new partition will be created.

More Info:

Official information about Search is available in the Administration Guide at http://edocs.bea.com/alui/ali/docs61/admin/content.html#wp1081281.

You also can find information in the contextual help in the portal interface.

For serious questions though, you should use the internal discussion board, INT: Crawling, Directory and Search. Its URL is: 

http://portal.plumtree.com/portal/server.pt/gateway/PTARGS_32_0_9405_0_-1_47/http;/prodgadget12.plumtree.com/collab/do/discussion/overview?projID=120042&discussionID=122305
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